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Abstract. The main task of our research is to train various abstractive sum-
marization models for the Arabic language. The work for abstractive Arabic
text summarization has hardly begun so far due to the unavailability of the
datasets needed for that. In our previous research, we created the first mono-
lingual corpus in the Arabic language for abstractive text summarization.
Based on this corpus, we fine-tuned various transformer models. We tested
the PreSumm and multilingual BART models. We achieved a “state of the
art” result in this area with the PreSumm method.

The present study continues the same series of research. We extended
our corpus “AraSum” and managed to reach up to 50 thousand items, each
consisting of an article and its corresponding lead. In addition, we pre-
trained our own monolingual and trilingual BART models for the Arabic
language and fine-tuned them in addition to the mT5 model for abstractive
text summarization for the same language, using the AraSum corpus. While
there is room for improvement in the resources and the infrastructure we
possess, the results clearly demonstrate that most of our models surpassed
the XL-Sum which is considered to be state of the art for abstractive Arabic
text summarization so far. Our corpus “AraSum” will be released to facilitate
future work on abstractive Arabic text summarization.

Keywords: Arabic, mT5, BART, AraSum, Abstractive Summarization

AMS Subject Classification: 68T07, 68T50

https://doi.org/10.33039/ami.2022.11.002
https://ami.uni-eszterhazy.hu
mailto:{kahla.mram, novak.attila, yang.zijian.gyozo}@itk.ppke.hu
mailto:yang.zijian.gyozo@nytud.hu


Annal. Math. et Inf. Fine-tuning and multilingual pre-training . . .

1. Introduction and motivation

Automatic text summarization means teaching the machine to subtract information
from a text and provide a shorter overview of it. We distinguish between two
methods of text summarization. The first one is the extractive [18], in which we
select parts from the text that can function as a summary, this is practically a
classification task. The other method is abstractive [19], where, like humans, the
model independently generates a summary from a given text and sometimes uses
terms that were not included in the original text. Recent advances in the field are
usually utilizing abstractive models to get better summaries.

The focus of our research is the Arabic language, one out of the 6 languages
which the U.N recognizes as an official language. Given Arabic is complicated, it
raises a number of challenges in the present field of research.

Arabic is a morphologically and structurally diverse language. First of all, we
should keep in mind that there is a massive difference both between the written
Arabic and the spoken language and between the numerous dialects themselves.
A matter often not addressed properly causes confusion in the subject. While the
spoken form of the universal written Arabic – Fusha – is practically unused in the
daily general parlor the dialects used in its stead are extremely diverse many times
even within the same country. Grasping all these forms and the variables they
present is usually beyond the capabilities of the native speakers themselves. Thus
creating a lingual cacophony within the same linguistic realm.

Despite all these challenges the great benefit of Arabic, at least in its written
form we see, is that in its complexity it is one and the same all over the Arabic
world. So while addressing spoken Arabic in all its diversity would be an immense
task the uniform nature of its written form makes text summarization not only
possible but even reliable.

The main contributions presented in this paper include a) presenting the ex-
tended version of the first monolingual corpus ‘AraSum’ for abstractive Arabic text
summarization, b) pre-training the monolingual BART model and the trilingual
BART model including Arabic, English, and Hungarian for the Arabic language,
and c) fine-tuning the mT5 model for abstractive Arabic text summarization.

The rest of the paper is structured as follows. Section 2 presents related work
published on Arabic summarization and available corpora. Section 3 describes the
AraSum corpus source and its characteristics. Section 4 describes the models used
for training and fine-tuning, and section 4 describes the experiments we have done.
Section 5 presents the results. The last section concludes the paper.

2. Related work

The work for Arabic summarization is limited. Most existing systems use the
extractive approach. Lakhas [4] is considered the first extractive Arabic summa-
rization system that produces a 10-word summary and translates it to English and
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then it is evaluated using the ROUGE measure [14]. Another Arabic text summa-
rization approach based on fuzzy logic was proposed by [1]. SumSAT [12] adopts an
extractive approach using a hybrid of three techniques: a) contextual exploration;
b) identification of indicative expressions, and c) the graph method.

In terms of abstractive summarization, one research [2] proposed a four-phase
abstractive summarizer for Arabic where the core of the system is an extractive
summarizer. Another research proposed by [17] was trained to generate headlines
based on the first paragraph of Arabic articles, a task that can be classified as a kind
of abstractive summarization. Using the PreSumm method[15] and the multilingual
BERT model [3], [5] fine-tuned both extractive and abstractive models.

Abstractive datasets for any language other than English are still scarce. So, the
progress in abstractive summarization for the Arabic language has hardly ever been
scratched. There are two extractive datasets available for the Arabic language. The
first is the Essex Arabic Summaries Corpus (EASC) [8], which contains 153 Arabic
articles and 765 human-generated extractive summaries of those articles created
using Mechanical Turk. The second is the KALIMAT dataset [7], which contains
20,291 machine-generated article summaries output by the extractive Gen-Summ
(=AQBTSS) algorithm [8]. For abstractive datasets, there is a headline generation
dataset which was presented in [17] where they crawled an Arabic dataset consist-
ing of approximately 300 thousand article headline: introductory paragraph pairs.
This can be classified as a kind of abstractive dataset. In addition, there is the
WikiLingua dataset [11] which is a multilingual abstractive summarization dataset
in 18 languages including Arabic. It contains articles and their summaries from
WikiHow1. A majority of the non-English articles are translated from the English
versions to the target language. The Arabic part includes summaries for 29,229
articles. A large-scale dataset crawled from the BBC news site, XL-Sum [9] also
includes Arabic news summarization data. A multilingual summarization model
was created using the whole corpus.

Available corpora in the field of Arabic text summarization were either extrac-
tive or part of a multilingual abstractive dataset. There was no major monolingual
corpus to work within the field of abstractive Arabic text summarization. This
was the first thing we created in our previous research[10]. Using this corpus, we
experimented with the PreSumm abstractive summarization method [15]. In ad-
dition, we fine-tuned the multilingual mBART-50 [22] model. We improved the
performance of the system with cross-lingual fine-tuning: using fine-tuning on a
summarization dataset in another language before further fine-tuning on Arabic.
The evaluation was performed in terms of ROUGE, and for the sake of a more
accurate assessment, we conducted a human evaluation of fluency and adequacy.
Our results were the best compared with other models for Arabic, but compared to
the results in other languages like English they are weak since we used a relatively
small corpus.

1https://www.wikihow.com
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3. AraSum corpus

Looking for a stable dataset, the most ideal source proved to be the press. Such
is the case with the trend-setting dataset by CNN/Daily Mail dataset [21]. That
is because most articles include a lead, a short summary of the given articles. The
ideal lead summary, which is usually two or three sentences maximum, sums up
the article not altering the general meaning. That, however, raised the problem
of finding articles with high-quality abstractive leads, as these are not easy to
find, especially in big quantities. What we found is that, in a majority of Arabic
sources, the lead is only a direct copy of the article’s first paragraph. Also many
times the lead provides clickbait terms, or sentences, but has little in common with
the general tone of the article. Therefore we cannot really rely on these, as these
are far from being good abstractive leads.

The focus of our attention, therefore, turned to the evaluation of Arabic versions
of global news channels. These included CNN, BBC, France 24, DW, and Sky News.
Also, a number of popular Arabic-language news sites were considered. Amongst
these, we looked into the sites of al-Mayadeen, al-Ālam, al-Ahrām, al-Jazeera,
al-Arabiyya, and Sada-elbalad.

Eventually, we managed to identify two Arabic news sources ideal for the Arabic
abstractive news summaries dataset. One of them is the Arabic version of the
German Deutsche Welle (DW) news website2. DW is also a public state-owned
international broadcaster, its satellite television service also includes a channel in
Arabic. DW has the best abstractive Arabic-language summaries we could find so
far.

The other resource we found promising was the Files section of the website
named Sada-elbalad3. However, Sada-elbalad later proved to be problematic due to
the fact that many ‘files’ contained several widely diverse topics. In these cases, the
articles address a much wider range of matters, than is mentioned in the summary,
i.e. the summary lacks key information present in the article. Therefore we decided
to omit Sada-elbalad when creating the news summary database.

We chose to download Arabic Deutsche Welle resources from Common Crawl4,
as this solution does not interfere with the site. A very positive aspect of this
resource is that the items downloaded from the DW news website address a wide
range of topics, not only dealing with politics, sports, or art. This allows the
summary database to cover a wide range of topics, making more realistic testing of
the capabilities of the summarization models as well as the creation of more robust
and less domain-dependent models possible.

We performed data processing steps on the collected articles to be ready for the
abstractive summarization task. We needed to perform text tokenization to use
our corpus with some language models (e.g. for training PreSumm-based models),
for that, we used the NLTK platform.

2https://www.dw.com/ar
3https://www.elbalad.news/category/2065
4https://commoncrawl.org/
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We presented the first monolingual corpus of human-written abstractive news
summaries in Arabic “AraSum”. In our previous research, we compiled the first
version of the dataset consisting of more than 21000 items. The version we present
in this paper contains 50525 articles and their corresponding leads, which We ran-
domly split into (a) train, validation and test sets (90/2/8 split).

4. Models used
In this research, we trained a monolingual and a trilingual BART model, and we
fine-tuned these and the mT5 model for abstractive text summarization for the
Arabic language.

4.1. The BART model
The BART model [13] is a transformer model with an encoder-decoder architec-
ture developed by Fairseq (Facebook AI Research Sequence-to-Sequence Toolkit)5

(Figure 1). There are two types of BART models that have been published:

• BART-base: 6 encoder layers and 6 decoder layers; 12 attention heads; word
embedding dimension: 768; input sequence length: 512; 140 million parame-
ters

• BART-large: 12 encoder layers and 12 decoder layers; 16 attention heads;
word embedding dimension: 1024; input sequence length: 1024; 400 million
parameters.

Figure 1. BART model architecture [13].

4.2. The multilingual mBART model
mBART [16] is a multilingual BART model trained by applying the BART model
training algorithm to a large-scale monolingual corpus covering many languages.
For pre-training, the first version mBART, the CC25 corpus [23] was used, which
covers data in 25 languages extracted from Common Crawl. Later mBART was
extended to mBART-50 covering 50 languages [22].

5https://github.com/pytorch/fairseq/tree/master/examples/bart
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4.3. The mT5 model
mT5 [24] is an extended version of the T5 model (Text-To-Text Transfer Trans-
former) [20], which converts all text-based language problems (also ones originally
formulated as classification problems) into a text-to-text format (Figure 2), and
uses these “translation” tasks as a multitask training regime to create a unified
generative language model. The T5 model allows knowledge transfer from high-
resource tasks to low-resource tasks without the need for changes in model archi-
tecture. Unlike contextual language models such as BERT [3], which contain only
the encoder part of a transformer, the T5 model is based on a full encoder-decoder
architecture that can be used both for natural language understanding and lan-
guage generation tasks. The mT5 model is a multilingual variant of T5 that was
pre-trained on the Multilingual Colossal Clean Crawled Corpus (mC4) which covers
101 languages including Arabic.

Figure 2. T5 model architecture [20].

5. Experiments

5.1. Training
We trained a monolingual and a trilingual (English, Hungarian, Arabic) BART base
model. Unfortunately, Facebook did not publish the pre-training implementation,
so we used the pre-training functions provided by the Huggingface transformers6

libraries. The BartForCausalLM7 model was used to train the BART models we
present here.

For the monolingual Arabic BART model, we used content from the Arabic
version of Wikipedia. We used about 250,000 paragraphs for training. Hyperpa-
rameters for the training were the following: vocab: 30000, batch size: 6/GPU on
8 RTX/GTX 11 GB GPU’s, lr: 5e-6, warmup step: 500. We used the checkpoint
at step 42000 (epoch 2.7) for further fine-tuning.

6https://huggingface.co/transformers/model_doc/bart.html
7https://huggingface.co/transformers/model_doc/bart.html#bartforcausallm
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Next, we trained a trilingual model using a similar amount of additional Wikipe-
dia content in English and Hungarian. We used the same hyperparameters, except
the vocabulary size: 50000.

• Arabic BART: Monolingual Arabic BART base model, trained on 244,885
paragraphs of Arabic Wikipedia text.

• Arabic 3BART: a trilingual BART base model, trained on Arabic, English,
and Hungarian Wikipedia content, about 250,000 paragraphs for each lan-
guage.

Table 1 shows the properties of the corpus used for pre-training.

Table 1. Properties of the corpus used for pre-training the Arabic
BART and 3BART model.

Arabic English Hungarian
Segments 244,885 250,000 250,000
Tokens 10,391,179 34,098,745 13,838,277
Token types 415,628 365,998 1,018,315
Avg. sent. # 3.78 5.08 2.91
Avg. token # 42.43 136.39 55.35

5.2. Fine-tuning
In the fine-tuning experiments, we trained three models:

• Arabic BART: Arabic BART fine-tuned on the AraSum corpus.

• Arabic 3BART: Following the cross-lingual approach we used in our pre-
vious research[10], the 3BART model was first fine-tuned on a multilingual
summarization corpus containing a mixture of English and Hungarian seg-
ments, and then further fine-tuned on the AraSum corpus. The English
segments were taken from the CNN / Daily Mail corpus [18], while the Hun-
garian segments were taken from the H+I corpus [25]. Hyperparameters:
batch: 4/GPU, 8 GTX/RTX 11 GB GPU’s, warmup: 5000, 80 epochs, max.
source: 512, max. target: 256, lr: 5e-5.

• mT5: We fine-tuned the mT5-small model for abstractive Arabic summa-
rization using the AraSum corpus only. The hyperparameters were: prefix =
sum, batch: 2/GPU, 8 GTX/RTX 11 GB GPU’s, lr: 2e-5, warmup: 5000, 80
epochs, max. source: 512, max. target: 128.

Table 2 shows properties of the corpora used for fine-tuning the models.
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Table 2. Properties of the corpora used for fine-tuning the BART
and 3BART models.

Arabic
(train / test) English Hungarian

Article Lead Article Lead Article Lead
Segments 45,504 / 4,026 45,000 45,000
Tokens 19,328,851 / 1,701,039 1,633,170 / 144,424 35,502,390 2,371,380 12,052,818 1,350,827
Types 466,387 / 129,987 111,689 / 29,792 253,113 83,672 656,060 166,092
Avg. sent. # 15.82 / 15.70 1.51 / 1.54 28.69 1 11.28 1,55
Avg. token # 424.77 / 422.51 35.89 / 35.87 788.94 52,69 267.84 30.01

6. Results

We evaluated system outputs using stemmed ROUGE-N and ROUGE-L metrics.8
ROUGE-1 and ROUGE-2 measure the overlap of word unigrams and bigrams, re-
spectively. ROUGE-L measures the overlap of the longest common sub-sequence
between two texts. Stemmed ROUGE scoring is silently used in most recent publi-
cations on summarization, because it yields much nicer numbers than unstemmed
ROUGE, especially for morphologically rich languages. While it may account bet-
ter for content overlap, it ignores affixation disfluencies. It was used e.g. for
evaluating the XL-Sum model [9], a multilingual summarization model fine-tuned
from mT5 using the multilingual XL-Sum corpus for abstractive text summariza-
tion consisting of content crawled from the BBC news site. Training data for the
XL-Sum model included about the same amount of Arabic data as in the cur-
rent version of our corpus. XL-Sum can be considered a state-of-the-art model for
abstractive Arabic text summarization so far.

Table 3 illustrates the experimental results of the different models trained or
fine-tuned using the corpus, compared to the performance of the XL-Sum model.
The evaluated models are:

• XL-Sum: tested on our test corpus.

• mBART-50: mBART-50 fine-tuned for Arabic summarization using the pre-
vious version of our corpus (about half the size of the current version).

• mBART-50-rus: mBART-50 first fine-tuned for Russian using the Gazeta
corpus [6], then further fine-tuned for Arabic using the previous version of
our corpus.

• PreSumm: mBERT first fine-tuned for English using the CNN/Daily Mail
corpus[21], then further fine-tuned for Arabic using the previous version of
our corpus.

• Arabic BART: the monolingual BART model pre-trained for Arabic as de-
scribed in Section 5.1, then fine-tuned using the AraSum corpus.

8https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring
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• Arabic 3BART: the trilingual BART model pre-trained for Arabic, English
and Hungarian then fine-tuned using English and Hungarian the AraSum
corpus as described in Section 5.1 .

• mT5: mT5-small model fine-tuned using the AraSum corpus.

• mT5++: the previous mT5-small model further fine-tuned on the union of
the AraSum and XL-Sum Arabic training sets.

Table 3. ROUGE scores on the AraSum (top) and the XL-Sum
Arabic (bottom) test sets.

Model ROUGE-1 ROUGE-2 ROUGE-L
AraSum test set

XL-Sum 30.026 12.874 23.836
mBART-50 32.648 14.617 24.878
mBART-50-rus 33.842 16.049 26.531
PreSumm 27.142 9.049 19.681
Arabic BART 27.019 7.657 18.960
Arabic 3BART 27.105 7.735 19.089
mT5 32.859 13.843 24.571
mT5++ 33.172 13.914 24.782

XL-Sum Arabic test set
XL-Sum 34.911 14.794 29.162
mBART-50 23.079 6.115 16.397
mBART-50-rus 23.777 4.589 15.114
PreSumm 18.880 4.389 13.553
Arabic BART 21.148 4.666 15.371
Arabic 3BART 20.892 4.589 15.114
mT5 22.120 5.570 15.908
mT5++ 29.128 11.049 24.070

The models based on our homemade BART and 3BART pre-training yielded
the weakest results. This is not surprising, as our computational resources (we
used NVIDIA-GTX/RTX cards with 11GB memory) were too limited to be able
to create competitive language models from scratch. Fine-tuning the mT5 small
model on the same resources using the same hardware, however, resulted in a
model that performs better in our home field than the SOTA multilingual XL-Sum
model, which is based on a much stronger mT5 base model and was trained on
much more data. Unfortunately, we did not have the chance to beat the XL-Sum
model at home, as can be seen in the bottom half of Table 3. where XL-Sum is
a multilingual summarization model trained on the whole multilingual XL-Sum
dataset crawled from BBC. mT5++ is the mT5 model further finetuned on the
union of the AraSum and the Arabic part of the XL-Sum dataset. The mBART-
based models and PerSumm were fine-tuned on an earlier version of AraSum
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Unfortunately, our limited hardware did not allow us to improve results by
further finetuning the XL-Sum model on our corpus. However, we managed to
improve our results by further finetuning our mT5 small model for 60 epochs on
the union of the XL-Sum Arabic and the AraSum training set. The results of this
mT5++ model are better on both test corpora.

7. Conclusion
In this paper, we present the extended version of the first monolingual human writ-
ten corpus in the Arabic language for abstractive text summarization “AraSum”.
The corpus contains more than 50K Arabic articles and their corresponding leads.
We pre-trained and fine-tuned a monolingual and a trilingual BART model for
Arabic and one of today’s most popular multilingual models, mT5.

With the resources and infrastructure we used, the results showed that the
models trained on AraSum perform well, even surpassing the state-of-the-art XL-
Sum model on the test set of our corpus. We release the corpus “AraSum” at our
GitHub9 in the hope that this will foster future work on abstractive Arabic text
summarization.
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