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Abstract

The representative-based approximation has been widely studied in rough
set theory. Hence, rough set approximations can be defined by the sys-
tem of representatives, which plays a crucial role in set approximation. In
the authors’ previous research a possible use of the similarity-based rough
set in first-order logic was investigated. Now our focus has changed to
representative-based approximation systems. In this article the authors show
a logical system relying on representative-based set approximation. In our
approach a three-valued partial logic system is introduced. Based on the
properties of the approximation space, our theorems prove that in some cases,
there exists an efficient way to evaluate the first-order formulae.

Keywords: Rough set theory, set approximation, approximation-based logic
system

AMS Subject Classification: 03ET72

1. Introduction

Nowadays a huge amount of data appear in an information system and they have
to be treated in order to get new information, to make decisions, etc. Behind the
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data there are objects with (probably different) properties. Properties are handled
in two steps: as attributes and the corresponding attribute values. In the real
practice finite number of attributes and that of the corresponding attribute values
can be used. Usually, there are more objects than combination of attribute values,
therefore more than one objects are represented by the same attribute values, and
so they are indiscernible relying on the background knowledge embedded in an
information system. Indiscernible objects have to be treated in the same way.

Pawlak’s original system of rough sets shows the consequences of indiscernibility
[10-12]. In many practical cases not only indiscernible objects have to be treated
in the same way, but objects with the same attribute values of some (and not all)
attributes. This is one of the theoretical bases of the generalizations of Pawlak’s
original theory. In rough sets theory the objects to be treated in the same way
belong to a base set. Informally in granular computing a granule contains objects
which have to be treated in the same way. Granules play — as the most fundamental
concept — a crucial role in granular computing, it means that granules (and not
objects belonging to them) are in the focus of investigations.

Representatives are used for representing a whole group of objects. In a very
general case to choose representatives (granules) is not a trivial problem. In the
case of a system relying on an indiscernible relation, any object can represent the
corresponding indiscernible set of objects. When a tolerance relation is used, then
the method of correlation clustering gives a possibility to define representatives (see
[1, 8]). Based on the different techniques to find representatives some generalization
of the approximation space must be considered.

From the logical point of view, a natural question arises: is there any possibility
to create a first-order logical system relying on representatives? If the answer is
yes, then the consequence relation can be used in order to get (or check) new
information. In this paper the authors define first-order logical semantics and
show some of its important properties.

Logical systems based on rough sets are also widely studied [9], so it seems easy
to predict the results, but the investigation should repeat when a new viewpoint ap-
pears. In this work we will use the most recent general definition of representative-
based approximation space. The main goal is to define a logical system which uses
only the representatives when a decision about a certain group of objects is made.

The structure of the paper is the following: at first, we will define the repre-
sentative-based approximation system, where instead of base sets the extension of
representatives is used. Then a one-argument first-order language is introduced
with approximation-space-based semantics. We will show how to generate approx-
imative interpretations from an existing classical one. Finally, the key properties
of our system will be discovered with the help of a few theorems.

2. Representative-based approximation spaces

Definition 2.1. The triple (U, R,R) is a representative-based approzimation space
if
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1. U is a nonempty set of objects,
2. R={ry,re,...,rp} where k > 1 is a set of representatives,

3. R C R x U is a relation.
Definition 2.2. Let r; be a representative, i.e. r; € R. Then
(s YORTD = Lo Mud
is the extension of r;. We shortly will write (r;)) if it does not cause any misun-
derstanding.

There exists a general agreement to restrict {(r; )) at least saying that it shall not
be empty, but this constraint is now unnecessary. Although is straightforward that
a representative with empty extension can not be useful during the approximation.

Definition 2.3. The approzimation pair (I,u) of the representative-based approx-
imation space (U, R,R) is a pair of mappings 2V — 2V defined as follows

I(S)=U{{(r;):r; € Rand (r;)) C S};
w(S) =U{{(r;) :ri € Rand {r; ) NS # 0}.

From this point, the {(r;)) extensions of the representatives can be considered
as base sets of a union-type approximation space [2].

Definition 2.4. Let (U, R, R ) be a representative-based approximation space and
u € U. Then the representative vector of u (denoted by [u] (U.R3R)

if it does not cause any misunderstanding) is the following:

[u]<U,R,m>:<[uHU,R,m> I<CU7R7§R)>

or simply [u]

ey (U] where

(R L dtee ),y
0 otherwise,

Some common properties of the approximation space can be determined by
analyzing the representative vectors:

k
o(u) :Z [u];

i=1
e if g(u) =1 for all u € U, then the approximation space is based on a partition
generated by ‘R;

e if o(u) = 0 for some u € U, then the approximation space is partial, because
u is an object without any representative, and so u ¢ [(S) and u ¢ u(S) for
all S C U;

o if o(u) > 2 for some u € U, then the approximation space contains over-
lapping (not disjoint) extensions for some representatives. See more about
covering systems relying on tolerance relations in [14] and about general cov-
ering systems in [13, 15].
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3. One-argument first-order language

We begin the investigation with a simplified first-order language which allows one-
argument predicate parameters only. The simplified language could be easily ex-
tended with other predicate parameters [7], and it is expressive enough for further
investigations [3].

Definition 3.1. The ordered 4-tuple ( LC,Var, Pred, Form) is a one-argument
first-order language containing only one-argument predicate parameters if

1. LC ={—-,A,Vv,D,3,¥,(,)} is the set of logical constants;

2. Var = {x1,x2,...} is a countably infinite set of variables;

3. Pred is a nonempty set of one-argument predicate parameters;
4. LC,Var, and Pred are pairwise disjoint;

5. the set of formulae denoted by Form is defined inductively:

(a) if P € Pred and = € Var, then P(z) € Form and is an atomic formula,
(b) if A € Form, then —A € Form,

(c) if A, B € Form and o € {A,V, D}, then (Ao B) € Form,

(d) if A€ Form and z € Var, then dxA € Form and VzA € Form.

3.1. Interpretation

The conventional Aristotelian semantics of a one-argument first-order language is
very widely known, hence it is not introduced here, only the interpretation of the
language is recalled.

Definition 3.2. The pair (U, ¥) is an interpretation of the one-argument first-order
language ( LC,Var, Pred, Form) if

1. U is a nonempty set of objects,
2. ® is a mapping Pred — 2.

In the classical first-order logic, if (U, 1)) is an interpretation on a given U set
of objects, and P is a one-argument predicate parameter of the language, then the
semantic value of P is usually given as ¢(P) C U:

e u € ¢(P) means that u belongs to the positivity domain of P, or we can say
that P is true on u,

e u € U\ ¢(P) means that u belongs to the negativity domain of P, or we can
say that P is false on wu.
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Next, we define the semantics of a one-argument first-order language with the
help of a representative-based approximation space. The idea is to approximate
the positivity and negativity domains adapting the solution explained in [6]. To
do so, first we introduce the representative-based approximative interpretation.

Definition 3.3. The ordered 4-tuple (U, R,%R, o) is an approzimative interpreta-
tion of the one-argument first-order language ( LC, Var, Pred, Form ) if

1. (U, R,R) is a representative-based approximation space,
2. pis a mapping such that o(P) = (o(P)1,...,0(P) ) for all P € Pred, where
(a) o(P)e € {-1,0,1} (¢ =1,...,k); and
(b) there isnow € U and ,5 € {1,...,k} such that
[u];-0(P)i =1 and [u]-o(P); = —1;

where k is the number of representatives, hence R = {ry,...,rg}.

The o(P); represents the relationship between the ith representative (r;) and
the semantic value of the one-argument predicate P:

o if o(P); = +1, then r; certainly belongs to the positivity domain of P;
o if o(P); = —1, then r; certainly belongs to the negativity domain of P;

o if o(P); = 0, then we cannot decide whether r; belongs to the positivity
domain or not. We could say that r; is in the boundary region.

The arithmetic product [u],-o(P); is used to express the connection between
an arbitrary object u € U and the semantic value of P with the help of the ith
representative. Our definition excludes the contradiction when different represen-
tatives of u belong certainly to the positivity and negativity domain of P. Now we
show a method to satisfy this condition with the help of an interpretation.

Definition 3.4. Let (U, R,?R) be a representative-based approximation space, £
be a one-argument first-order language, and (U, ) be its interpretation. The

L if ((ri)) € o(P),
o(P)i=q =1 if (ri ) Ny(P) =0,

0 otherwise;

function is the derived mapping from 1 with respect to a given (U, R,R).

Theorem 3.5. Let (U, R,R) be a representative-based approzimation space, L be
a one-argument first-order language, and (U, 1) be its interpretation. If o is the
derived mapping from 1 with respect to (U, R,R), then there is no u € U and
i,j € {1,...,k} such that [u];-0(P); =1 and [u];-0(P); = —1.
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Proof. If [u], - o(P); = 1 for some v € U and i € {1,...,k}, then both [u], =1
and o(P); = 1. By definition, [u], = 1 when u € (7)) and o(P); = 1 when
{(r: ) C¥(P), sou € (P). Indirectly supposing that there exists a j € {1,...,k}

such that [u]; o(P); = —1, the following contradiction appears: [u]; = 1, so
uw € ((r;)), which means that ((r;)) Ny(P) # 0, but o(P); = —1, hence the
previous intersection should be empty. O

Corollary 3.6. Let (U, R,R) be a representative-based approximation space, L
be a one-argument first-order language, (U, 1) be its interpretation, and o be the
derived mapping from 1. Then (U, R,R, o) is an approxzimative interpretation.

The value of o(P); — if it is derived from the (U, ) interpretation — shows
the relationship between the positivity domain of P and extension ((r;)) of the ith
representative:

o If o(P); =1, then all members of the extension of r; (all objects represented
by ;) are in the positiviy domain of P; P is certainly true for all u € {(r; ).

e If o(P); = —1, then all members of the extension of r; are in the negativity
domain of P; P is certainly false for all u € {(r; ).

e If o(P); = 0, then some members of the extension of r; belong to the positivity
domain, while others belong to the negativity domain.

3.2. Semantics

A widely used technique in rough set theory is to distinguish between optimistic
and pessimistic approaches [7]. At this point it is crucial to analyze the information
about objects, especially in the case when different representatives declare different
facts about the positivity and negativity domain of a predicate.

The tables in Fig. 1 summarize the difference of four approaches. The heads of
the tables contain the maximum and the rows contain the minimum of the set:

AP ={ o(P); ¢ i€ {l,....k}, [u], =1}

The bottom left corners are empty hence this kind of contradiction was not allowed
in Definition 3.3. If A # @, when u has at least one representative, then the
following approaches appear:

1. Optimistic approach: we take the maximum of A(P,u), so if there exists at
least one representative of u that belongs to the positivity domain of P, we
will suppose that P is true on u.

2. Pessimistic approach: we take the minimum of A(P,u), so we suppose that
P is true on u only if all the representatives of u belong to the positivity
domain of P.
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3. Union-based approach: we say that u belongs to the union of its representa-
tives. This implies that if at least one representative belongs to the border,
then we cannot say anything certain about wu.

4. Intersection-based approach: we say that u belongs to the intersection of
its representatives. This implies that uncertainty will appear only if all the
representatives of u belong to the border.

APuw) | 1 0 -1 APuw) | 1 0 -1
1 1 1 1
0 1 0 0 0 0
-1 0 -1 -1 —1 —1
Optimistic Approach Pessimistic Approach
APuw) | 1 0 -1 APuw) | 1 0 -1
1 1 1 1
0 0 0 0 1 0
-1 0 -1 -1 -1 -1
Union-Based Approach Intersection-Based Approach

Figure 1. Managing contradicting information.

By respecting the set theoretic view of the extension of representatives (intro-
duced in Definition 2.2 and also used later in Definition 3.4), it is a straightforward
decision to adopt the intersection-based approach.

Definition 3.7. Let (U, R, R, o) be an approximative interpretation. The function
v: Var — U is an assignment relying on the approximative interpretation.

Definition 3.8. Let v be an assignment relying on the (U, R, R, ¢ ) approximative
interpretation. The assignment v [x:u] denotes a modified assignment which is
defined as follows:

U ify=u=x,

v [rul(y) = {

v(y) otherwise.

Note that we defined the assignment and the modified assignment exactly in
the same way as it was introduced in the classical first-order logic. It helps us to
compare the evaluation method later.

Definition 3.9. The semantic value of P € Pred is the following

U —{0,%,1} U {2}
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function:
2 if [u],=0forallie {1,... k}

if [u],-o(P); =1 for some i€ {1,...,k}
0 if [u],-0(P);=—1 for some i e {1,... k}
15 otherwise.

[P]UR) (u) =

As a consequence of the system’s possible partiality, logic with truth value gap
is used. The value 2 represents the lack of truth value.

Theorem 3.10. Let ( LC,Var, Pred, Form) be a one-argument first-order lan-
guage and (U, R,R, o) be its approximative interpretation relying on the represen-
tative-based approximation space (U, R,R) where ¢ is the derived mapping from
¥; then [P] (u) =1 if and only if u € ((P)) for allu € U.
Proof. Let us create the proof in two steps:

1. If [P] (u) =1 then there exists an r; € R such that [u],-o(P); =1 and so
u € {(r;)) (based on Definition 2.4) and {(r;)) C ¥(P) (based on Definition 3.4).
When ((r; ) € (P) then {(r; ) C [(¢p(P)) and so u € [(p(P)).

2. If u € [(3p(P)) then there exists an r; such that u € (r;)) and {(r;)) C ¥(P)
and so [u], =1 and p(P); = 1 therefore [ P] (u) =1 hence [u],-o(P); =1. O

The idea to use a partial three-valued system appeared in [4, 7].

Definition 3.11. The semantic value of the formula A € Form using the inter-
pretation (U, R,%R, o) is denoted by [A] f}U’R’m’m or simply [A], and defined as
follows:

2 if [A], =2
1—-[A], otherwise;

[
2 if [A],=2o0r [B], =2
[(AAB)] _{min{[[A]]W[[B]]U} otherwise;

2 if [A],=2o0r [B], =2
max{[A],,[B],} otherwise;
2 if [A],=2or [B],=2

v

max{l — [A],,[B],} otherwise;

Let V={u:u €U and [[A]]u[x:u] # 2}

if V=0,

A . } therwise;
rilea\)}{[[ [ i otherwise

[3zA], =
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it V=20,
min { [A], [z:u]} otherwise;

uey

[VeA], =

Like in the classical case, 3 and V quantifiers are defined as the generalizations
of V and A, respectively.

4. Key properties of the approximation

Theorem 4.1. Let L = (LC,Var, Pred, Form) be a one-argument first-order
language and I = (U, R,R,0) be an approximative interpretation of L. There
exists an approximative interpretation J = (U’ R,R’, 0) such that

U'| < 2% and [A]L = [A]) for all A€ Form
where w(x) = 7(v(x)) for some mapping 7: U — U’.

Proof. We present a construction for such an interpretation J = (U’, R,R’, 0) and
mapping 7:

k
T(u) = Z2k_1 [u]gU’R’m>
i=1

U'={r(u):ueU}
R ={(r,,7(u)): (r;,u) € R}

It is clear that U’ C {0,1,...,2* — 1} so the cardinality condition of U’ is satisfied.
Because of the definition of the SR’ relation,

] O = [rw)] ) therefore [P1 (u(@)) = [P17 (w(@))
so the theorem is proved for atomic formulae and can be proved for arbitrary
formulae with the help of structural induction. O

Corollary 4.2. During the evaluation process of a quantified formula, instead
of using all members of the set U, it is enough to consider 2% objects only. It
can dramatically increase the speed of quantified formulae evaluation and so it can
reduce the computation time.

4.1. Properties of the approximation on covering systems

Theorem 4.3. The one-argument first-order language ( LC,Var, Pred, Form)
and its approzimative interpretation (U, R,R, o) generate a three-valued logic sys-
tem without truth value gap if (U, R,R) is a covering approximation space.
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Proof. In case of an arbitrary atomic formula P(z) and an arbitrary approximative
interpretation (U, R,fR, o), truth value gap (2) can appear as the semantic value
of [P(x)], only if o(v(z)) = 0, but in a covering approximation space o(u) > 0
for all w € U. So the theorem is proved for atomic formulae and can be proved for
arbitrary formulae with the help of structural induction. O

Theorem 4.4. Let ( LC,Var, Pred, Form) be a one-argument first-order language
and (U, R,R, 0) be its approzimative interpretation relying on the representative-
based covering approzimation space (U, R,R) where g is the derived mapping from
1, and let v be an arbitrary assignment.

IFIATLORTe) € 10,1} then [A]SURT) = |A|U),

Proof. First we will show, that the statement is true for any arbitrary atomic
formula:

o If [P(x)], =1 then [v(z)], - o(P); =1 for some i € {1,...,k}.

— v(x) € ((r;)) because of [v(z)], =1
(as a consequence of Definition 2.4);

— {(r;)) C¥(P) hence o(P); =1 and p is derived from
(see Definition 3.4);

therefore v(x) € ¥(P) so |P(x)], = 1.
o If [P(2)], =0 then [v(z)], - o(P); = —1 for some i € {1,...,k}.

— v(x) € () because of [v(x)], =1;
— {7 ) Ny(P) =0 hence o(P); = —1 and p is derived from ;

therefore v(x) ¢ ¥(P) so |P(x)|, = 0.

Now the theorem can be proved by using structural induction which is trivial in
case of zero order connectives and very similar in case of the quantifiers, therefore
we focused on the existentially quantified expressions only. Supposing that the
theorem is true for the formula A:

e [JxA], = 1 guarantees that there exists a v [z:u] modified assignment so
that [[A]]U[x:u} = 1. As we have above supposed, [A|,[y:,) = 1 50 |FzAl, = 1.

e [3zA], = 0 implies that [A],(,.,, = 0 for all v[z:u] modified assign-
ment. Therefore |Al,[y:o) = 0 for all u € U so [JzA[, = 0. Remember
that [A], [z:4] =# 2 if the approximative interpretation relies on a covering
approximation space as it was proved in Theorem 4.3. O
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5. Conclusion and future work

In this article we have successfully shown a possible semantic background of a
one-argument first-order logical system based on a representative-based approxi-
mation. An approximative interpretation was introduced, which we can derive from
a classical first-order interpretation easily. We have compared the classical and the
approximation-based evaluation, and we have found that, at least in the case of a
covering approximation space, we can predict the semantic value of a formula by
using the approximation.

Thanks to the promising results shown in the theorems, we have the theoretical
basis for further investigations. One possible direction is to analyze the logical laws
and inference schemes of the first-order logic in case of different granule systems.
The investigation will follow the methods presented in [3, 5]. We hope that the
result of the planned research could be a calculus over a three-valued partial system
relying on the representative-based approximation space.
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