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Abstract

The TSP is the problem to find the shortest path in a graph visiting every nodes exactly once and returning to the start node. Due to the high complexity of TSP, there exists no algorithm for global exact optimization with polynomial cost. In order to provide an acceptable solution for real life problems, the TSP are usually solved with some heuristic optimization problem. The paper proposes a multi layered optimization model, where the node set is partitioned into clusters or into hierarchy of clusters. Based on the test experiments the proposed method is superior to the single level optimization method for both the TSP and MTSP problems.
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1. Introduction

The Traveling Salesman Problem (TSP) is one of the most intensively investigated optimization problem in graph theory. The TSP is a problem to find the shortest path in a graph visiting every nodes exactly once and returning to the start node [5]. The solution path is a Hamiltonian cycle of the graph. The TSP is a NP-hard problem [1], that means it is at least as hard as the hardest problems in NP.

The formal model of TSP can be given with the following linear programming description:

- \( N \): number of nodes in the graph
• $u_i$: the position of the $i$-th city in the solution path

• $D$: distance matrix; $d_{ij}$ is the weight of the edge from the $i$-th node to the $j$-th node; the distance values are non-negative values

• $X$: adjacency matrix of the Hamilton cycle; $x_{ij} = 1$ if there is a directed edge in the path from the $i$-th node to the $j$-th node; otherwise $x_{ij} = 0$

• the objective function of the path optimization is: $\sum_{i=1}^{N} \sum_{j=1}^{N} d_{ij} x_{ij} \rightarrow \text{min}$

• every node has only one incoming edge: $\forall j (i \neq j): \sum_{i=1}^{N} x_{ij} = 1$

• every node has only one outgoing edge: $\forall i (i \neq j): \sum_{j=1}^{N} x_{ij} = 1$

• there is only a single tour covering all cities: $u_i - u_j + Nx_{ij} \leq N - 1$.

In the case of multi-salesman traveling (MTSP) problem more than one cycles should be generated (each salesman has a separate cycle) and each node is visited only by one salesman. For MTSP, the formal model should be extended with the following elements:

• $M$: number of salesmen

• constraints on the depo node (start and stop): $\sum_{i=1}^{N} x_{i0} = M, \sum_{j=1}^{N} x_{0j} = M$.

Due to the high complexity of TSP, there exists no algorithm for global exact optimization with polynomial cost. For example, the Held-Karp algorithm solves the problem in $O(n^2 2^n)$ complexity. In order to provide an acceptable solution for real life problems, the TSP is usually solved with some heuristic optimization method.

From the family of popular evolutionary algorithms, the following methods are used most widely to find the good approximation of the optimal Hamiltonian cycle:

• Genetic algorithm [6]: the parameter vectors are optimized using the selection, crossover and mutation operators;

• Particle swarm optimization [7]: more agents are generated which move randomly but the optimum found by them is reinforced by other members of the colony;

• Ant Colony Optimization [8]: more agents are generated which collaborate with their environment;

• Tabu search [9]: the local search phase is extended with prohibitions (tabu) rules to avoid unuseful position testings.
Considering the standard heuristic algorithms, we can highlight the following methods:

- Nearest neighbor algorithm [10]: it selects the nearest unvisited node as the next station of the route;

- Pairwise exchange of edges [10]: two disjoint edges are removed from the route and two new edges are involved into the route to reduce the total cost.

In our investigation, we have focused on the most widely used method, the application of Genetic Algorithm.

2. Solving TSP using Genetic Algorithm

In Genetic Algorithm, the chromosomes or individuals are the basic building blocks in search state representation. In the TSP problem, a state of the search space corresponds to a route in the graph, i.e. to a permutation of the nodes. In our implementation, the permutation is given with the sequence of node indexes in order of traversing. Thus the route \((n_1, n_4, n_3, n_5, n_2)\) is given with the sequence \((1, 4, 3, 5, 2)\).

In the case of MTSP problem, the chromosome should represent the description of every cycles. There are four main representation forms for genotypes in the MSTP problem [11]:

- One chromosome technique (a special gene is used to separate the different cycle sections);

- Two chromosome technique: one chromosome is used for the description of the linked cycles, while the second contains the sections for the different agents;

- Multi chromosome technique: each agent has a specific chromosome to describe its route; the different chromosomes should be synchronized;

- Two-part chromosome technique: the chromosomes contain two parts. The first part is the linked list of the separate cycles, while the second part contains the cycle length values for the separate agents. For example, the chromosome \(((1, 5, 6, 2, 3, 4)(4, 2))\) describe the following graph routes:
The implemented program applies the two-part chromosome technique to solve the MTSP problem. Regarding the genetic operators, the mutation of the route segment is performed with a swap operation. For example, the (1, 5, 6, 2, 3, 4) route is modified to (1, 5, 6, 4, 3, 2). In the case of two-part chromosome technique, the two segments are altered separately. In the agent segmentation part, the mutation is executed with selection of two positions where one of the values will be increased and the other will be decreased by one. For example, a mutation of ((1, 5, 6, 2, 3, 4)(4, 2)) can be given with ((1, 3, 6, 2, 5, 4)(3, 3)). For the crossover operation, the partially matched crossover method was implemented. In this method, some gene pairs are selected for substitution and the corresponding gene values are replaced with their substitution values. In the case of MTSP, only the route cycle part is altered with the crossover operation.

In our analysis, the base TSP and MTSP algorithms using genetic algorithms are used as baseline algorithms to be compared with the algorithm using node clustering.

3. Clustering Methods in Optimization

In the optimal route of the TSP, the edges usually connect the nearest nodes to each others. It would have no sense to make big jumps over and back among the nodes. This kind of behavior induces the heuristic rule of locality: near nodes in the route are near in the route graph too. Based on this heuristic assumption, it seems reasonable to group the near nodes into clusters and to perform a hierarchical optimization. There is a within-cluster optimization to determine the optimal route within the cluster and there is an intra-cluster optimization to determine the optimal path among the clusters. This approach implements the widely used divide and conquer concept, the problem of big complexity will be split into several subproblems of lower complexity.

In the literature, a big variety of clustering methods can be found. Most of the methods belong to the category of distance-based (discriminative) clustering [8], where the similarity between the objects are determined first and then the groups of similar objects are constructed. The main benefit of the distance-based methods is the simplicity and the descriptive power of the corresponding algorithm. In the case of model based clustering / generative clustering [7] approaches, a model type
is specified a priori. A set of probabilistic generative models are defined, where each model corresponds to a group. The model for the cluster indexed by $i$ is given with a parameter set $\lambda_i$. The method of expectation maximization is used to determine the assignments between the objects and clusters.

From another orthogonal viewpoint, the clustering methods can be categorized as hierarchical and partitional clustering. In the case of hierarchical method [12], a hierarchy of partitions are generated. At the top level, all objects are assigned to a single top-cluster, while the leaf nodes corresponds to the objects as singleton clusters. The most widely used hierarchical clustering method is the HAC [13] method, which uses an agglomerative clustering [14] algorithm, where existing groups are merged with similar objects / groups into new extended groups.

The partitional clustering [14] methods partition the objects into groups based on some optimization criteria. The objects are usually re-assigned from one group to some other group during the learning process. The k-means [15] clustering uses this partitional approach where clusters are represented by the centroids of the cluster members. This k-means method is the dominant method on the field of cluster analysis and also we have implemented this clustering as the baseline method in our investigation.

The input of the k-means method is the object set in a vector space and the initial set of the cluster centroids. The number of the required clusters and the initial positions of the centroids should be given as input parameters. The goal of the algorithm is to optimize the intra-cluster distances, i.e. the within-cluster sum of squares:

$$SSE = \sum_{i=1}^{k} \sum_{x \in C_i} d^2(x, c_i)$$

In the formula, $C_i$ denotes the $i$-th cluster with the centroid $c_i$. For the evaluation of the clustering, we have used the Silhouette measure [16]:

$$s_k = \frac{b_k - a_k}{\max(a_k, b_k)}$$

where

$a_k$: the average distance of $x_k$ to objects in cluster $C_k$

$b_k$: the average distance of $x_k$ to objects in nearest cluster different from $C_k$.

## 4. Solving TSP using Clustered Vertices

In the literature, there are only few publications on application of clustering in TSP problems. In [2], the k-means clustering technique is implemented in the proposed two-levels optimization system. The work analyzes only the one-salesman problem and does not discuss the method of the intra-cluster optimization level. Only the one traveling salesman problem is investigated also in the work [4], where the HAC clustering method was applied. The publication [3] proposes a solution for the
multi salesmen TSP domain. First the clusters of the nodes are generated and
then each cluster is assigned to a single salesman.

In our investigation, which uses the k-means clustering method, we have ex-
tended the existing approaches with three novel elements:

- introduction of tree and multi level optimization
- adaption of k-means clustering to the MSTP problems.
- optimal selection of the \( k \) value

The three level optimization means that a hierarchy of k-means clustering is
built up on the node set. In the single level clustering, the number of the nodes
within a cluster was usually too high, thus the applied genetic algorithm could
not achieve a good result. In order to reduce the complexity of the input data
for within cluster TSP, the generated clusters can be clustered into subclusters in
order to use the genetic algorithm with smaller node sets.

The multi level optimization can be used also for solving the MSTP problems.
In this case, the top level corresponds to the salesmen, the number of clusters is
equal to the number of salesmen. The resulted clusters can be sub-clustered into
smaller sets for the genetic algorithm to solve the separate TSP problems.

The desktop test program was developed in Java and it uses the WEKA API
to perform the clustering operations.

5. Test Results

We have performed several tests for both the TSP and MTSP problems with clus-
tering and without clustering. The parameter ranges and of the test runs is given
in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>TSP no clustering</th>
<th>MTSP no clustering</th>
<th>TSP with 2-level clustering</th>
<th>TSP with 3-level clustering</th>
<th>MTSP with 2-level clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of nodes</td>
<td>10-1000</td>
<td>10-1000</td>
<td>10-1000</td>
<td>10-1000</td>
<td>10-1000</td>
</tr>
<tr>
<td>number of iterations</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>size of population</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: The parameter range of the tests

Regarding the efficiency of the different methods, Table 2 summarizes the qual-
ity of the optimization (length of the shortest path found by the algorithm). It
can be seen that the application of the clustering module improves significantly the
efficiency of the optimization process.
The time costs of the different optimization process is shown in Table 3.

<table>
<thead>
<tr>
<th>number of nodes</th>
<th>TSP no clustering</th>
<th>TSP with 2-level clustering</th>
<th>TSP with 3-level clustering</th>
<th>MTSP no clustering</th>
<th>MTSP with 2-level clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>5.9472</td>
<td>5.4596</td>
<td>9.2239</td>
<td>3.1367</td>
<td>6.2551</td>
</tr>
<tr>
<td>200</td>
<td>50.6509</td>
<td>20.6353</td>
<td>25.492</td>
<td>46.3972</td>
<td>21.1015</td>
</tr>
<tr>
<td>400</td>
<td>90.4167</td>
<td>4.384</td>
<td>6.1536</td>
<td>66.3395</td>
<td>4.6927</td>
</tr>
<tr>
<td>1000</td>
<td>729.451</td>
<td>12.1869</td>
<td>12.7243</td>
<td>555.1245</td>
<td>11.3891</td>
</tr>
</tbody>
</table>

Table 3: The run time of optimization process (sec)

The Figure 2 shows the generated routes for a sample MSTP problem with a single source and destination node. In Figure 3 and Figure 4, the two main clustering methods are compared from the viewpoint of clustering efficiency. Our experiences show that both methods have the same efficiency, they can provide very similar results. Regarding the optimal route length, the average distance is about 4%. The two clustering methods show a larger difference from the viewpoint of execution costs. Here, the k-means methods provides a faster execution than the HAC method.

Figure 2: Optimum route of a sample MTSP problem
6. Conclusion

For TSP problems with high number of nodes, the multi layered optimization is superior to the single level optimization. In the proposed multi layered optimization, the node set is partitioned into clusters or into hierarchy of clusters. The top cluster covers the whole input domain. For each cluster, a separate within cluster optimization is performed and then the local, cluster-level routes are merged into a global route. Based on the test experiments the proposed method is superior to the single level optimization method for both the TSP and MTSP problems.
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