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Abstract

We define a modified PageRank algorithm and the PR-score to measure
the influence of a single article by using its local co-citation network. We
also calculate the reaching probability and RP -score of a paper starting at
an arbitrary article of its co-citation network for the same purpose. We
highlight the advantages of our methods by applying them on the celebrated
paper of Jenő Egerváry that is underrated by the standard indices.

Keywords: Scientometric, PageRank, Ranking algorithms, Co-citation net-
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1. Introduction

The relevance of scientometrics – aiming at measuring the productivity and quality
of scientific research – has long been widely discussed in the academic domain.
Among the most popular measures used are scientific citation indices due to their
easy accessibility. Several of these indices have been introduced such as h-index
(or Hirsch-index) proposed by Hirsch [14], the g-index proposed by Egghe [11],
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the w-index and maximum-index both proposed by Woeginger [27]. All of these
indices are based on the citation records of the researchers. These indices have
been extensively criticized since they are much dependent on the scientific field
(e.g. number of researchers and available journals, popularity of the area, gender
ratio, etc., see e.g. [1, 19, 26]). Another drawback is that the number of citations
does not give a clear picture on the influence and quality of a single paper.

Several studies have been addressed this problem using network approach. Co-
citation networks, in which nodes represent single articles and a directed edge
represents a citation from a citing article to a cited article, describes the relation
between citations of different papers have been widely studied previously[6, 15, 20].
Chen et al. [7] applied the PageRank algorithm [5] (developed by the founders of
Google) for co-citation networks, later Raddichi et al. [23] defined an iterative rank-
ing method analogous to different ranking algorithms such as PageRank, CiteRank
[25] and HITS [16] in order to evaluate the influence of single articles by using
co-authorship networks (where nodes represent publications and weighted edges
represent the number of common authors of them). Several modifications and vari-
ants of the network models have been designed in the context of scientometrics (see
e.g. [12, 21, 24, 28]).

More recently, the Eigenfactor Score and the Article Influence Score [4] have
been developed to estimate the relative influence of single articles based on citation
networks as well. Furthermore the underlying algorithms can also be applied to
journals, authors, and institutions.

Following the network approach, our main goal is to measure the influence of a
single article regardless of the specialties of the field. Based on the previous results
of Csendes and Antal [9] and by applying the experimental results of Chen et al.
[8] that is later mathematically proved to be efficiently applicable for many classes
of graphs by Bar-Yossef and Mashiach [2], we use a local PageRank estimating
method for this purpose. It is important to note that we do not want to attempt
to determine the scientific value of the articles (which will be probably judged in
the future).

This article is organized as follows: in Section 2 we give a brief mathematical
overview of the PageRank algorithm. In Section 3, we describe how a local Page-
Rank method can be applied to determine the scientific influence of a research
paper. Finally in Section 4 we compute the local PageRank values of the articles
in the co-citation graph of the famous paper of Jenő Egerváry [10] and highlight
the main advantages of our approach from the scientometric point of view.

2. Methods

In this section, we give a short mathematical overview of the PageRank algorithm.
We describe the main notions, definitions, and theoretical results of a local PageR-
ank method that we used. We omit the proofs of the theorems that can be found
in [2].
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2.1. Overview of the PageRank method
The PageRank algorithm was originally designed to provide a good approximation
of the importance of web pages. Since it works on directed graphs, it is a natural
idea to use the PageRank method for ranking the articles in co-citation graphs.

Let G = (V,E) be a directed graph of N nodes. Let d−(i) (i = 1, 2, . . . , N) be
the number of outgoing edges from a node i and N+(i) = {j ∈ V : j → i exists},
i.e. the set of nodes having an edge to node i. PageRank of a node i ∈ V is defined
then by the following recursion formula [5]:

PR(i) =
λ

N
+ (1− λ)

∑

j∈N+(i)

PR(j)

d−(j)
, (2.1)

where λ ∈ [0, 1] is a free parameter (usually set between 0.1 and 0.2).
The PageRank formula defined by equation (2.1) can be written in vector equa-

tion form, and then the PageRank vector PR is defined as

PR =
λ

N
[I − (1− λ)AD−1]−11, (2.2)

where A is the adjacency matrix of G, D is a diagonal matrix such that Dii =∑N
`=1Ai` and Dij = 0, if i 6= j, I is the N ×N identity matrix and finally 1 is the

N -dimensional vector having each component equals to 1.
Assuming that 1PR = 1, Eq. (2.2) implies, that

PR = [
λ

N
11

T − (1− λ)AD−1]PR, (2.3)

which shows, that PR is the eigenvector of the matrix λ
N 11

T −(1−λ)AD−1 due to
the fact that an eigenvalue equals to 1, which is the largest eigenvalue of this matrix
by a consequence of the Frobenius-Perron theorem for row-stochastic matrices [22].

More intuitively, let us consider a random walk on the nodes of the graph.
Starting from a node i, a random surfer selects one of the node’s outgoing edges
randomly with uniform distribution, moves to the end node j of that edge, and
repeat this process from j, etc. The parameter λ can be understood as a “damping”
factor which guarantees that the random walk restarts in a random node of the
graph, chosen uniformly random, almost surely in every 1/λ-th step. This can
guarantee, that the process would not stop by reaching a node with an out-degree
zero. If the surfer reaches a node, the number of visits of that node increases by
one. The damping factor ensures that each node receives a contribution λ/N at
each step. Thus, the PageRank of a node i can be considered as the long-term
fraction of time spent in node i during the random walk. The steady-state of the
random walk is given by the solution of Eq. (2.3).

2.2. Local PageRank approximation
Although in many applications PageRank scores are needed to be computed for all
nodes of the graph, there are situations in which one is interested in computing
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PageRank scores only for a small subset of the nodes. Chen et al. [8] developed
an algorithm to approximate the PageRank score of a target node of the graph
with high precision. Their algorithm crawls backwards a small subgraph around
the target node(s) and applies various heuristics to calculate the PageRank scores
of the nodes at the boundary of this subgraph and then computes the PageRank of
the target node(s) by using only the crawled subgraph. By using simulations, they
showed that this algorithm gives a good approximation on average. On the other
hand, they also pointed out that high in-degree nodes could make the algorithm
very expensive and incorrect.

From now in this section, we use the same notions as in [2]. An algorithm is
said to be an ε-approximation of the PageRank, if for a graph G = (V,E), a target
node i ∈ V and a given error parameter ε > 0, the algorithm outputs a value
PR′(i) satisfying

(1− ε)PRG(i) ≤ PR′(i) ≤ (1 + ε)PRG(i). (2.4)

For a directed path p = (k1, . . . , kt) from node k1 to kt, let w(p) =
∏t−1
i=1

1
d−(ki)

,
that is the reaching probability of kt from k1 in a given path, where the transition
probabilities are proportional to the number of outgoing edges. Let pt(i, j) be the
set of all directed path of length t from i to j. Then, the influence of node i on the
PageRank of node j at radius t is defined as

It(i, j) =
∑

p∈pt(i,j)
w(p), (2.5)

and thus, the total influence of i on j is

I(i, j) =
∞∑

t=0

It(i, j). (2.6)

By using the definition of influence, PageRank of node j at radius r can be defined
as

PRrG(j) =
λ

N

r∑

t=0

∑

i∈V (G)

(1− λ)tIt(i, j). (2.7)

It can be proved that for every node j ∈ G, PRG(j) = limr→∞ PRrG(j) holds (the
proof can be found e.g. in [2]). The interesting question is that how small the radius
r can be such that the PageRank approximation would even be appropriate.

In [2] it was proved, that the hardness and inappropriate nature of local ap-
proximation of PageRank on certain graphs (constructed examples) is caused by
two factors: the existence of high in-degree nodes and the slow convergence of
PageRank iteration algorithm. We shall see, that in our case (and in most of the
co-citation graphs in scientometrics) these properties does not hold.

It was also shown, that the several variants of the approximation algorithms
proposed by Chen et al. are still efficient on graphs having bounded in-degrees and
admitting fast PageRank convergence.
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Let us be given a G = (V,E) graph, node j ∈ V and the approximation param-
eter ε. The point-wise influence mixing time of j is defined as

T εG(j) = min{r ≥ 0 :
PRG(j)− PRrG(j)

PRG(j)
< ε}. (2.8)

The algorithm we use computes PRrG(j) for a given node j (see in Section 4)
and it follows from the definitions that it runs with r = T εG(j) and gives an ε-
approximation of PR. To complete the description of the theoretical background,
we should see the upper bound on T εG(j) (or radius r).

For graph G = (V,E) with j ∈ G and r ≥ 0 the crawl size at radius r is defined
as

CrG(u) = #{i ∈ G : ∃pt(i, j) with t ≤ r}. (2.9)

It is immediate from the definition, that if the local PageRank algorithm runs for
r iteration, its cost is CrG(u). A trivial upper bound for the crawl size is that
CrG(u) < dr, where d is the maximum in-degree of G.

Finally, it was also proved that for any G directed graph, node j ∈ G and ε > 0
it holds that a radius r = O(log(1/PRG(u))) is always sufficient (while in practice
a much lower radius could be enough).

2.3. Reaching Probabilities

A possible simplification of the PageRank method is to consider only the reaching
probabilities of the nodes in the network. We would like to know the probability
of reaching a node j starting from an arbitrary chosen node i of the network. The
reaching probability, RP of node j can be defined as

RP (j) =
∑

i∈N+(j)

pijRP (i), (2.10)

where pij is the reaching probability of node j from a neighbor node i. It is
natural to assume, that each possible selection of a neighbor of node i has equal
probability, thus we can write pij = 1/d−(i) in Eq. (2.10). By this choice, Eq.
(2.10) is the PageRank equation without the damping factor. However, in contrast
to the calculation of PageRank, we do not want to evaluate the vector RP in the
steady-state. Instead, we only determine the reaching probability of a given node
j, which can be calculated as

RP (j) =
1

N

∑

i∈V
I(i, j), (2.11)

where I(i, j) is as defined in (2.6). In the point of view of published articles, RP
can be interpreted as the probability of a given article can be found by someone
(e.g. a scientist), who starts the search at any article and goes to another randomly
chosen article cited by the current one.
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3. Application to scientometrics

In the last decade, co-citation networks have been investigated aiming to measure
the importance of a scientific article. A co-citation network is defined as a directed
graph G = (V,E) of N nodes, where each node i ∈ V refers to an article and there
is a directed edge i→ j ∈ E from node i to node j if article j is cited in article i.
Our method, that aims to measure the “influence” of a scientific article, is based
on the following three phases, by applying some experimental results of [8]:

1. Subgraph building: Starting form certain target nodes (articles), for which
we are interested in measuring their scientific impact, and expanding back-
ward by following reversely the nodes having out-going links to the target
nodes. The procedure stops after a fixed number of levels. This can be done
by an iterative deepening depth-first search. In this work, the graphs contain
all nodes, from which the target nodes can be reached in at most three steps
and we consider the induced subgraph of that nodes.

2. Estimating the PR of the boundary: We use a heuristic to estimate the
individual PR: in each iteration turn, we add an extra term to the PR value
of each boundary node that equals to the fraction of its in-coming edges to
all edges in the subgraph.

3. Calculating the PR and RP : On one hand, we run the PageRank algo-
rithm on the subgraph, in each step we use the estimated PR value of the
boundary nodes adding the λ/N damping factor to each node. On the other
hand, we also calculate the reaching probability, RP , of the target node(s) in
the subgraph.

The idea behind the necessity of the second phase is that, although the PageRank
values cannot be calculated exactly without having run the algorithm on the full
graph, still the estimation heuristic we defined gives an acceptable approximation
for the constructed subgraph as it has been already proven in [2], and tested by
simulations [8]. We also note that the convergence of the PageRank is guaranteed
by this method opposite to that one defined by Csendes and Antal for the same

Algorithm 1: Local PageRank method for a scientific article
Input : Scientific article ID A.
Output: The PR-score of the article from its local co-citation network,
Build the article’s local co-citation network with radius r1

Fix the PageRank values of each boundary node v as2

PR(v) = |N+(v)|/|E(G)|
Calculate PR-scores of each node in the subgraph by using the PageRank3

algorithm
Return PR(A).4
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purpose. We set the radius size r = 3 from the target nodes because of two
reasons: the first is that the number of nodes in the fourth layer is O(N) and the
in-degrees are bounded with a constant, thus, with respect to PageRank algorithm,
it is enough to consider the number of in-coming links to the boundary nodes from
this layer, and not to consider the linking structure between them to get a good
approximation of the PR-scores. The second reason is that we assume, that the
articles at a distance more than three (with respect to the co-citation graph) do not
have much impact on the target articles in scientific sense (which may be acceptable
in scientometrics).

4. Results and discussion

As it is known, Harold Kuhn developed an algorithm for solving the assignment
problem [18] and he named it as the Hungarian method acknowledging the contri-
bution of Jenő Egerváry and Dénes Kőnig [10, 17]. The paper of Egerváry received
just a few citations (probably because it was written in Hungarian) while some of
the citing papers received much more: for Egerváry’s paper 38 citations can be
found in the ISI Web of Knowledge database, while the artice of Kőnig and Kuhn
received there 215 and 726, respectively. In contrast to classic scientometrics that
only takes into account the direct number of citations, we shall see that the net-
work based methods show a more realistic picture of the importance of Egerváry’s
paper.

We constructed a network which contains the following articles as nodes: the
famous paper of Jenő Egerváry: On combinatorial properties of matrices (published
in Hungarian, 1931), the three articles which referred in Egerváry’s paper, the
articles that cite Egerváry’s one, all articles that cite at least one of the previous
ones and all articles that cite articles on the “second level”. We consider the network
that is induced by these nodes as described in the first phase; it contains N = 1155
nodes and 1923 edges. Figure 1 shows the network, where the paper of Egerváry
highlighted with big black square.

We applied the modified PageRank algorithm (with λ = 0.1, 0.15, 0.2, 0.25)
described in Section 3 for this network and also calculate the reaching probabilities
of the nodes. We observed that the PageRank method is robust against the choice
of λ. The results (with λ = 0.2) are summarized in Table 1 for four notable
publications in the co-citation network.

Publication PR-Score PR-rank RP -score RP -rank #Cites Cite rank
Egervári [10] 0.891 4 0.009 2 39 65
Kuhn [18] 1.189 1 0.042 1 726 1
Ford, Fulkerson [13] 0.525 8 0.004 9 39 65
Bellman [3] 0.399 11 0.003 10 18 158

Table 1: PR-score (with λ = 0.2), reaching probabilies and number
of citations of the famous publications in the Egerváry co-citation

graph. PR-score is multiplied by 102
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Figure 1: Local co-citation network containing the famous paper
of Egerváry (highlighted with big square)

First, we observed that the choice of the damping factor λ does not influence
the final ranking of the first ten publications, only small changes can be noticed
in the rest of the ranking. The ranks and the relative values of the papers to each
other show a more realistic picture of the importance of them. It is not surprising,
that Kuhn’s paper PR value is the highest by far, the 726 citations for this paper is
outstanding in the field. The second and third articles in the PR rank became D.
Kőnig: Graphs and their applications for the theory of determinants and sets (in
Hungarian, 215 citations) and G. Frobenius : Über zerlegbare Determinanten (11
citation), respectively. Both articles were cited in Egerváry’s paper which became
the fourth highest ranked paper although it only received 39 citations and that
it is only in the 65th place in the citation ranking. The very high position of
Forbenius’s paper in the ranking is definitely due the reputation it obtains from
Egerváry’s article. It is worth highlighting that Ford and Fulkerson’s article, which
received the same number of citations as that of Egerváry, was ranked lower but it
is still in the top ten. This two facts also indicate the advantages of the PageRank
based evaluation, since this paper was also quite important in the development
of operation research. We also point out, that the similarly important paper of
Bellman was ranked 11th (although it received just 18 citations) which shows a
much clearer picture of its impact (in contrast to its citation rank). It is also
interesting to observe, that the RP -rank of Egerváry’s article is two, which means
that a random searcher who checks the articles of the field finds that paper with
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the second highest probability.
We hope that network-based ranking methods gain more space in scientometric

since they show a more objective picture of the impact of scientific publications. It
follows from the implementation of the PageRank algorithm that citations received
from more important papers contribute more to the ranking of the cited paper
than those coming from less important ones. Furthermore, simplicity and fast
computability of this method are also advantageous. On the other hand, co-citation
networks give a more detailed contextual information (compared to the number of
citations) for evaluating the impact of an article.
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